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Abstract. The ability to identify novel patterns in observations is an
essential aspect of intelligence. In a computational framework, the notion
of a pattern can be formalized as a program that uses regularities in
observations to store them in a compact form, called a compressor. The
search for interesting patterns can then be stated as a search to better
compress the history of observations. This paper introduces coherence
progress, a novel, general measure of interestingness that is independent
of its use in a particular agent and the ability of the compressor to
learn from observations. Coherence progress considers the increase in
coherence obtained by any compressor when adding an observation to the
history of observations thus far. Because of its applicability to any type
of compressor, the measure allows for an easy, quick, and domain-specific
implementation. We demonstrate the capability of coherence progress to
satisfy the requirements for qualitatively measuring interestingness on a
Wikipedia dataset.

Keywords: compression, interestingness, curiosity, wikipedia

1 Introduction

The ability to focus on novel, yet learnable patterns in observations is an essen-
tial aspect of intelligence that has led mankind to explore its surroundings, all
the way to our current understanding of the universe. When designing artificial
agents, we have exactly this vision in mind. However, if an artificial agent is
to exhibit some level of intelligence, or at least the ability to learn and adapt
quickly in its environment, then it is essential to guide this agent to experience
such patterns, a drive known as artificial curiosity. However, this approach re-
quires a principled way to judge and rank data, in order to drive itself towards
observations exhibiting novel, yet learnable patterns. This property is compactly
captured by the subjective notion of interestingness.

Natural and artificial learning agents are equally dependent on the interest-
ingness of their observations. Thus, in order to design intelligent agents, we need
a formalization of interestingness. Such formalizations indeed exist, although
some of these have shortcomings.
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We focus on compression progress, which is a successful formalization of inter-
estingness. Our contribution is to decompose this measure into a data-dependent
and a learning-related part. This decomposition is useful in a number of cir-
cumstances, such as when we care specifically about the interestingness of data,
explicitly leaving learning effects aside. We propose coherence progress as a novel
measure of the inherent interestingness of data, and we show in detail how it
relates to the more general notion of compression progress.

2 Interestingness

The notion of interestingness as a subjective quality of information has been
investigated in various ways in the literature, ranging from early work by Wundt
[9] (see Figure 1), to the attempt of a full information theoretic formalization [6,
5,8]. Based on its intuitive notion as the discovery of novel patterns, we can
identify a number of qualitative requirements for any measure of interestingness:

1. Observations can be trivial, that is inherently uninteresting, such as a white
wall. When observations have a simple structure and can be completely
described by very simple rules they become boring very quickly.

2. The opposite of these are completely random observations. Completely ran-
dom data contain no patterns at all, and are therefore not interesting neither.
It is important to note that the same argument holds with information that
seems random to the observer, e.g., the content of a mathematics textbook
will appear random to most children.

3. Between these extremes of minimal and maximal complexity lies the domain
of complex, yet structured observations. Here, the subjective nature of in-
terestingness becomes patent. If the observer is already familiar with all the
(repeated) patterns in the observations, no new patterns can be discovered,
and the observations are no longer interesting.

4. Interesting observations can now be identified relative to the patterns the
observer already knows. Observations with trivial, well-known, and overly
complex patterns are not interesting. Instead, only observations that contain
patterns that are not yet known, but can be learned by the observer are
interesting (e.g., the same math book can be highly interesting when the
reader has acquired the necessary background, given he does not already
know it). As the observer discovers more patterns in its environment the
interestingness of observations changes. Crucially also, patterns discovered
by imperfect observers might be forgotten after a while, making a previously
uninteresting observation interesting again.

To summarize, any quantitative measure of interestingness must assign low
values to patterns the observer already knows, and patterns the observer cannot
learn; and high values to patterns the observer does not yet know, but can still
discover. Moreover, increasingly difficult patterns to learn should be assigned de-
creasing interestingness values. Given a choice of which observations to consider
next, the observer could assign its resources to the next easiest pattern to learn.
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Fig.1. Wundt Curve. The z-axis repre-
sents the novelty of the information. Nov-
elty depends on the relationship between
the information and the person observing
it. Trivial patterns quickly lose their nov-
elty, noise is always novel. Well-known pat-
terns lack novelty and these too are not
interesting. As learning proceeds, the com-
plexity of the patterns which are most in-
teresting increases, but the converse does
not hold: As learning progresses, less com-
plex patterns do not necessarily become less
interesting, nor do more complex patterns
necessarily become more interesting. The
change in interestingness is a function of
that which has been learned, and cannot
be simplified to a general shift towards pat-
terns of higher complexity.
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Measures closely related to inter-
estingness are commonly found in
data mining. In large databases one
often wants to mine for association
rules between sets of items, which may
return an intractable number of rules.
Measures of interestingness are valu-
able for reducing this set to a smaller
subset. Typical criteria in common
use are conciseness, reliability, diver-
sity, novelty, surprisingness, and util-
ity. Some of these measures lack sub-
jectiveness, and the subjective mea-
sures typically only fulfill one or two
of the criteria above. A review on such
measures can be found in [1].

Bayesian surprise [4], a measure
of the difference between the prior
beliefs and the posterior beliefs (the
term actually refers to the earlier
idea presented in [8]), is an approach
closely related to the formalization of
interestingness, as both surprise and
interestingness are cognitive concepts

attributed subjectively to information
of observations. Because of their subjective nature, both concepts judge informa-
tion in the context of an observation history. However, surprise and interesting-
ness as cognitive concepts are not fully equivalent: Any interesting observation
is to some extent surprising, because completely predictable information is not
interesting. However, surprising data are most interesting if they exhibit novel
patterns, while it is possible to be surprised by inherently random and thus
uninteresting events.

A general approach is to base interestingness on the very general concept of
data compression. For example, the entropy of data (which is related to complex-
ity, not necessarily interestingness) can be expressed in terms of compression by
relying on a purely statistical compressor, such as Huffman [3] codes or entropy-
based encoding. Compression progress [7] was the first attempt to capture in-
terestingness using compression. Its guiding principle is that any process that
increases compressibility is interesting. This allows for a measure of interesting-
ness based on a well-defined information theoretic concept: the negative of the
time derivative of the length of the compressed data. This paper moves beyond
compression progress in that it introduces a distinction between two separate,
orthogonal components.
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3 Fixed, Adaptive and Ideal Compressors

Data compression refers to the process of encoding information by means of a
shorter code. Typically we understand a compressor as a program that, given an
input string @ = (2123 ...z, ), outputs a (shorter) output string y = C(z), where
y = (Y192 - . - Ym), such that there exists another program, the decompressor, for
reconstructing x from y: C~*(y) = z. This function may depend on additional
parameters w, in which case we write C,(z).

Many different types of compressors can be distinguished, some are more
or less fixed programs, while others methods can adjust by learning from ob-
servations, such as neural networks. While many of these approaches involve
adjustable parameters, here we introduce a clear distinction between fized and
adaptive (or learning) compressors.

Essentially, we treat a compressor as fixed, if each time it is invoked it starts
with the same w (and thus C(z) keeps producing the same encoding for identical
inputs). For this distinction to be clear, it may be helpful to think of a compressor
as a program that makes predictions of the next observation it will see, based
on the the observations so far At any point ¢ in the sequence x a predictor f
predicts the subsequent observation z; based on the seen part of x, i.e., the
history h = (z122...x¢—1). (This directly allows for compression, in that high-
probability observations can be encoded with short codes.) So, if the predictor
for the next symbol #; = f(h) is a fixed function that depends only on the
history, the corresponding compressor is fixed. However, because a compressor
is essentially equivalent to a predictor, it is tempting to replace the fixed function
f(h) with a learning machine that takes advantage of experience. For example,
the predictor may learn that in English texts, there is a high chance for the
letter ‘y’ to follow the sequence ‘happ’. And this kind of knowledge may well
transfer, i.e., be useful for compressing other sequences z’ (e.g., shortening the
code of the first occurrence of ‘happy’ in &’). This transfer (stored in changing
parameters w) is precisely the essence of an adaptive compressor.

Note that this distinction is more subtle than is appears, because they rely
on distinguishing w and h by their role, even though in principle one could be
incorporated into the other one (e.g., presenting gzip with dictionary D contain-
ing words like ‘happy’ before we start compressing x). So the same compressor
(gzip) can be seen as adaptive if we keep adapting (learning) D, or fixed other-
wise.

Interestingly, the ideal compressor is non-adaptive. Ideal, or Kolmogorov
compression amounts to encoding the input string x by the shortest program
y in a Turing complete language that outputs x. Per definition, this ideal com-
pression scheme is theoretically optimal, even if incomputable (because when
searching for the program y for a given & we run into the halting problem).

4 Coherence Progress

In order to formally introduce coherence progress, we first define a couple of
auxiliary concepts. We call compression similarity between two sets a and b, the
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difference between their length when compressed together, and the sum of their
individual compressed lengths:

sc(a,b) =lc(a) +1c(b) — lc(aUD)

where lo(x) is the length of the resulting string when compressing a set z with a
(fixed) compressor C.! This measure clearly depends on (the quality of) the com-
pressor used, and is measured in bits. Furthermore, for reasonable compressors,
we have sc(a,b) > 0 and s¢(ald) ~ 0.

Next, compression coherence, is a measure on sets: For any partitioning of
a set or sequence h into a and b (a = h'\ b), we can compute the compression
similarity sc¢(a,b), and if we average over this, the resulting value is a measure
of how closely the elements (and subsets) of h are related to each other:

) = g S0 se(h\ b

bCh

Here, P(x) denotes a set of subsets of z, for example the power set of z, or
in case of sequential data a set of sub-sequences, such as {hy.1,...,h1.+}, where
ht,:t, denotes the history from time ¢; to t2, inclusively. The choice of P(x)
depends mostly on the types of relations we want to capture, and depending on
the context several choices will result in a reasonable measure of interestingness.

So if all elements of h are unrelated, s¢(h) = 0, whereas if they are highly
related (e.g. all images of donkeys), 5 (h) is high. Note that if & contains a single
element, then sg(h) = 0.

We now consider the case where we incrementally have more data available,
the history h; (at time t). The history is a set of observations o; and hiy1 =
ht U {o:}. We want to determine the coherence progress, that is the amount
by which the coherence of the history h; increases when a new observation oy
becomes available:

Pc(t) = Pc(oi|h) =3¢ (hev1) — 3¢ (he).

An alternative formulation is

Pc(t) = Pco(oi|ht) =5 (he1) — 5 (he)
1
=P 2 {[lc(htﬂ \b) +1c(b) = lo(higr)] = [lo(he \ b) 4 1c(b) — lo(he)]
1
- |P(hy)] b%;t [[lc(htﬂ \b) —lc(he \ b)] = [lc(hi+1) — Lo (he)]

! We use set notation such as aUb and h\b in this section for both sets and sequences.
The obvious meaning for sequences is that the original order of the symbols is pre-
served. This does not directly affect the question whether the order of symbols is of
importance.



6 T. Schaul, L. Pape, T. Glasmachers, V. Graziano and J. Schmidhuber

For the choice of P = {o0:—1}, averaging only over the previous observation
b = 0,1 instead of over all subsets b, we get

82

0 0

Po(t) ~ —Elc(h)‘t n Ezc(h)‘

K
So, in another possible intuitive understanding, we can say that coherence progress
is the negative second derivative of the compressed length of the history, except

more robust, because of the averaging over all the partitions.

4.1 Qualitative Correctness

We now return to the qualitiative intuitions introduced in section 2, and show
how our formalization of coherence progress is indeed a good candidate for in-
terestingness.

1. If an observation is uninteresting per se, i.e., if lo(0) is vanishingly small
for any reasonable compressor, then clearly Vh,lc(h U o) = lc(h) and thus
Pc(olh) = 0.

2. If an observation is random, then it will also be virtually uncompressible,
which means that Ic(0) = |o|, and not help compress other observations:
Vh,lc(hUo) = lc(h) + lc(0), and therefore Pe(o|h) = 0.

3. If an observation is well-known, i.e., very similar to many of the past obser-
vations, that means that the coherence is high, but the coherence progress
will be small 5¢(h Uo) = 35c(h) > 0,

4. In all other cases, the compression similarity sc¢(o,b) will be non-zero, for at
least some subsets b € h, and thus probably Pc(o|h) > 0.

4.2 Oversimplified Alternatives

Occam’s razor entices us to choose a measure of interestingness that is as simple
as possible, so in this section we show a few alternatives that are simpler than
our suggested coherence progress in formulation, and why they do not satisfy
the criteria of a good measure of interestingness.

1. The compression similarity sc(ot, ht) does not work, because it is maximal
for repetitions of previous observations.

2. The so-called compression distance l¢(hiy1) — o (he) does not work, because
random, unrelated observations always have a positive (and maximally high)
value.

3. The normalized compression distance lo(hisr) _ lothe)

[Pegal [
to the previous one, and an additional problem because now appending long

blanks (that are easily compressible) to some observations changes the out-
come significantly.

4. The derivative of compression distance, that is, the second derivative of
compressed length Pc(o|h), which we introduced above as an approximation
of Pc(olh). This is a more interesting case, but it can still be problematic,

has similar problems
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because the robustness from the averaging is lost. To illustrate how this can
lead to an unintuitive result, consider the case where each observation is
random, but their size increases (decreases) by some amount at each step:
then Po(o|h) is a positive (negative) constant, although all observations are
unrelated (compression similarity of 0).

5. A normalized form of the above does not solve the problem neither, rather
it adds the issue of padding with blanks (3, above) to the case.

4.3 Coherence Progress versus Learning Progress

The classical framework of compression progress is more general than ours, be-
cause it assumes an adaptive compressor instead of a fixed one. We can separate
its two components: coherence progress, as a measure based purely on the data,
and learning progress, a measure of what has been learned from experience, as
encoded in the changes of the parameters w.? In short, while coherence progress
is purely a measure of interestingness of the new observation (given h), pure
learning progress does not require a new observation, and instead is a measure
of how interesting (useful) a change of the compressor’s parameters w has been.
For example, consider the case of an adaptive compressor based on a learning
algorithm, say, an auto-encoder neural network, the predictive power of which
is used to compress the data. In this case, the parameters of the network w
can be trained on a sequence z, e.g., though back-propagation, becoming w’,
which then may improve the compression: Ic,,(z) < lc,(x) (say, if both are
English texts). This difference in compressed lengths therefore is (one form of)
pure learning progress, as it captures the interestingness inherent to the learning
process itself: we can relate it to ‘thinking through’ of past experience, an activity
that is interesting to the degree where we gain new insights about it.
Disentangling compression progress, and separating it into its data-dependent
an learning-dependent components are helpful. On the one hand, it allows us to
explicitly analyze and trade off the two types of progress, which might have
different cost scales (learning is usually measured in its computational cost,
whereas getting new observations might involve a substantial monetary cost).
On the other hand, if data acquisition and learning are realized by different
mechanisms it permits us to disambiguate the success of the different units.

5 Experiments

We start with an illustrative general example, which we can handle analytically.
Suppose all observations o; are identical and uncompressible strings of length n.
Assuming a reasonable compressor and n large allows us to disregard any small
constant effects, and we have Vi, j: lc(0;) = n, lc(o; Uo0;) = n, sc(0i,0;) = n,

2 Note that the ideal (Kolmogorov) compressor is a fixed compressor, which precludes
it from making any learning progress.
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Fig. 2. Coherence progress on the animal dataset. Left: randomly choosing the next
animal to add to the set (average over 10 runs, each shown as crosses). Right: greedily
adding the article which maximally increases coherence (or, equivalently, coherence
progress), at each step (suboptimal choices shown as yellow crosses). The choice of
articles was among all animals, (repetition allowed), an empty article, and a randomly
scrambled one. The latter two did never get picked (for reasons described in the previous
sections), nor did any repetitions become more interesting than new animals. Starting
from ‘Human’, the next animals picked were ‘Chimpanzee’, ‘Hippopotamus’, ‘Jaguar’
and ‘Leopard’. We also notice that in the greedy case, the fist few additions give a
significantly higher coherence progress than in the random case (left).

and even sc(0;, ht) = n, for any t > 0.

—_— 1 1 t _ 1—t
sc(he) = mb%;tsc(ht\b,b): 5 (2042 = 2)n] =n(1-2'7)

because in 2 cases b or its complement are empty, and in all other cases the sim-
ilarity is constant. Thus, we see that coherence progress follows an exponential
decay trend:

Po(oi|hi) = 56 (hiyr) =56 (he) = n(1 =21 0HD) —n(1 — 2171 = 27"p,

In a more realistic setting, we investigate whether coherence progress gives
us a reasonable measure of interestingness when the observations are Wikipedia
articles. We chose articles in the class of animals (the 50 with the largest entries)
and movies (the 50 with most Oscar wins). As averaging over all possible parti-
tions is intractable for large sets, in the remainder of this section, we approximate
the true coherence (progress) by averaging over 200 random partitions.

In a first experiment, we show how coherence progress evolves as more and
more of the articles of a class (animals here) get added to the history without any
particular order (Figure 5, left). Similarly, we can make a greedy choice before
each addition to pick the animal article that will maximally increase coherence
(see Figure 5, right).

In a second experiment we decided to determine to what degree knowing
about objects in one class makes more observations in the same class interesting
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Fig. 3. Left: We plot the average (hypothetical) coherence progress for adding a movie
(dashed, red) or an animal (full, blue) at each step of a sequence (which consists
of 5 movies, followed by 10 animals, followed by 15 movies). We see that while the
history contains only movies, those are more interesting, but after a few animals are
added, those become more or less equally interesting. Right: Evolution of compression
coherence when incrementally considering longer pieces of a sequential text (Homer’s
Iliad). Note the slowly diminishing returns, and that how the limited approximation
introduces more noise, the longer the sequence (because it can capture only a shrinking
fraction of the possible partitions).

— versus observations from a different class (see Figure 3, left). In our last ex-
periment (Figure 3, right), we illustrate how the sequential variant of coherence
progress can be employed to track the progress in a long sequential text (in our
case, Homer’s Iliad [2]).

Together, these experiments illustrate what values of interestingness coher-
ence progress provides in practice, show the broad applicability and are (ar-
guably) qualitatively on par with interestingness values a human would express.

6 Discussion

One use-case within the framework of artificial curiosity, which assumes an agent
learning about the world, may be to disentangle coherence progress and learning
progress (see section 4.3). However, coherence progress is also applicable to sys-
tems designed to explore, but without learning at the same time—i.e., classical
compression progress is not applicable.

A possible direction of future work could be to validate our results also quan-
titatively, with data from humans (or primates) from psychological experiments.
Another one would be to design a normalized version of coherence progress (e.g.,
taking values in the unit interval), removing the dependence on the size of the
observations and the number of elements in the set, which may be useful in
applications where those differ vastly over time.

More concretely, a measure like coherence progress could be a powerful ad-
dition to applications like recommender systems (say, Amazon or Netflix): they
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may provide a measure of how interesting an upcoming book or movie is to users
before the first user has seen/rated it, based on the history of the user.

7 Conclusion

This paper has introduced coherence progress, a novel measure of interestingness
that depends only on data, and is independent of any learning mechanism. It
at once matches the qualitative requirements for such a measure, is formally
specified for any type of (possibly domain-specific) compressor, and can be used
effectively in practice, as shown in our experiments on Wikipedia data.
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